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ABSTRACT
In this study, MNL and C-logit are investigated as GEV type model, and MNP as non-GEV type model. Three models are tested in a very simple network to compare their performance and usefulness in practice. The layout of the paper is as follows. Section 2 provides a theoretical aspect of MNL, C-logit and MNP. Section 3 shows implementation of the models in a simple network and comparison of the results. Section 4 provides conclusion.
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I. INTRODUCTION
The route choice problems have been studied for decades to investigate drivers’ behavior in transportation road networks. The endeavors to alleviate traffic congestion have been enriched researches on future traffic prediction in which the route choice behavior plays an important role.

The discrete choice theory is widely adopted to develop the route choice models including multinomial logit (MNL), C-logit, path-size logit, nested logit, paired combinatorial logit, cross-nested logit, generalized nested logit, multinomial probit (MNP), heteroscedastic extreme value logit (HEV) and error components logit (or mixed logit). The former seven models are categorized as GEV-type model, and the latter as non-GEV-type model.

In this study, MNL and C-logit are investigated as GEV type model, and MNP as non-GEV type model. Three models are tested in a very simple network to compare their performance and usefulness in practice. The layout of the paper is as follows. Section 2 provides a theoretical aspect of MNL, C-logit and MNP. Section 3 shows implementation of the models in a simple network and comparison of the results. Section 4 provides conclusion.

II. LITERATURE REVIEW

1. Multinomial Logit (MNL)
MNL is one of the widely employed models to represent urban drivers’ route choice behavior. In a choice among path set $C_n$ given measured impedances $V_i \forall i \in C_n$, the probability of choosing path $i$ is given by:

$$P_i = \frac{\exp(-\beta_0 V_i)}{\sum_{j=1}^J \exp(-\beta_0 V_j)}$$

where:
$J$ : Number of paths;
$\beta_0$ : Dispersion parameter to be calibrated.

The parameter, $\beta_0$, can be estimated by MLE with the following likelihood function:
where:

- $P_{ni}$: Probability of person $n$ choosing path $i$;
- $N$: Number of persons;
- $J$: Number of paths available for person $n$.

1. Indicator function of the event $y_{ni} = i$, which takes 1 if the event is true and 0 otherwise.

2. **C-Logit**

The C-logit, developed by Cascetta et al. (1996), is one of the path-enumeration based route choice models derived from McFadden’s generalized extreme value (GEV) theory. It accommodates similarities between overlapping paths through an additional attribute (the commonality factor) in the utility function. The commonality factor reduces the utility of overlapping paths and increases the utility of independent paths.

The model formulation is as follows:

$$P(i \mid C_n) = \frac{\exp(\beta_0(V_{in} - CF_{in}))}{\sum_{j=1}^{J} \exp(\beta_0(V_{jn} - CF_{jn}))}$$

where:

- $V_{in}$: Utility of path $i$ for person $n$;
- $C_n$: Path set for person $n$;
- $CF_{in}$: Commonality factor of path $i$ for person $n$;
- $\beta_0$: Parameter to be calibrated.

The commonality factor of path $i$, is a measure of the degree of similarity of path $i$ with other paths in an OD pair. The commonality factor can be specified in different ways. Cascetta et al. (1996) proposed the following specification:

$$CF_{in} = \beta_1 \ln \left( \sum_{j \in C_n} \frac{L_{ij}}{\sqrt{L_i L_j}} \right)$$

where:

- $L_{ij}$: Length of links common to path $i$ and path $j$;
- $L_i$, $L_j$: Overall path lengths of path $i$ and path $j$, respectively;
- $\beta_1$ and $\gamma$: Parameters to be calibrated.
Recently, Cascetta (2001) presented the following alternative formulation for the commonality factor:

\[
CF_{in} = \beta_0 \ln \left[ 1 + \sum_{j \in C_i, j \neq i} \left( \frac{L_{ij}}{\sqrt{L_i L_j}} \left( \frac{L_i - L_{ij}}{L_j - L_{ij}} \right) \right) \right]
\]

### 3. Multinomial Probit (MNP)

According to MNP the choice probability in general is given by:

\[
P_{ni} = \text{Prob}(V_{ni} + \varepsilon_{ni} > V_{nj} + \varepsilon_{nj}, \forall j \neq i)
\]

where:

\[
\langle \varepsilon_n \rangle \sim \text{MVN}(0, \Sigma)
\]

: Multivariate normal vector

Due to an absence of a closed form of MNP, GHK simulator is adopted to yield the probability of choosing paths.

### 4. GHK Simulator

The GHK simulator, after Geweke, Hajivassiliou and Keane, is most widely used probit simulator. It is said that the GHK simulator is the most accurate and useful among numerous probit simulator.

The GHK employs utility differences. The simulation of probability Pni starts by subtracting the utility of alternative i from each other alternative’s utility. The fact that the utility of a different alternative is subtracted depending on which probability is being simulated is critical to the implementation of the procedure (Train, 2003).

The details can be found in Train (2003).

### III. EMPIRICAL COMPARISON

#### 1. Network simulation

A test network consists of four links (L1, L2, L3 and L4), with three route alternatives (R1, R2 and R3) for traveling between origin O and destination D. These were specified as follows (with mean impedances given in brackets):

- \( R_1 = L_1(2) + L_2(3) \)
- \( R_2 = L_1(2) + L_3(3.5) \)
- \( R_3 = L_4(6) \)

Data sets made up of 10000 simulated route choices on the network were constructed as follows. The utility function for route Rn was specified:
\[ U_n = \sum_m \beta I_m \]

where:
- \( \beta \): parameter associated with impedance (set equal to -1)
- \( I_m \): impedance of link \( m \) given by:
\[
I_m = \mu_m \left( 1 + X_m \theta \right) \left( 1 + Y_m \rho \right)
\]
where:
- \( \mu_m \): fixed mean impedance of link \( m \);
- \( X_m \): ‘known’ sampled from the standard Normal distribution;
- \( \theta \) and \( \rho \): parameters (set equal to 0.3);
- \( Y_m \): ‘unknown’ sampled from the standard Normal distribution;

For each observation, the route with minimum ‘known’ impedance was indicated as chosen.

2. **Model estimation**

For the data set, MNL, C-logit and MNP models are estimated. MNL and C-logit are estimated by maximum likelihood estimation and MNP by the maximum simulated likelihood method. In MNP estimation, 100 pseudo-random draws are used to simulate the likelihood function.

Train’s procedure (2003) is employed to address some issues when using the GHK simulator in maximum likelihood estimation. The issues are summarized as follows:

1) Different utility differences must be taken for decision makers who chose different alternatives.

2) Denote \( \tilde{\Omega}_i \) as covariance matrix of the error differences against \( i \). It must be assured that the parameters in \( \tilde{\Omega}_i \) are consistent with those in \( \tilde{\Omega}_j \), in the sense that they both are derived from a common \( \Omega \).

3) It must be assured that the parameters that are estimated by maximum likelihood imply covariance matrices \( \tilde{\Omega}_j \) that are positive definite.

4) It must be assured that the model is normalized for scale and level of utility, so that the parameters are identified.

To assure that the model is identified, in \( \Omega \) (3x3 matrix), I assume that \( \sigma_{22} \) and \( \sigma_{12} \) are variables, and others fixed such as \( \sigma_{11} = \sigma_{33} = 1 \) and \( \sigma_{13} = \sigma_{23} = 0 \). It’s reasonable because only path 1 and path 2 have a common link, L1.

From the \( \Omega \), we can get \( \tilde{\Omega}_1 \) by using \( M_1 \) matrix as follows:
Note that $M_i$ is the $(J-1)$ identity matrix with an extra column of -1’s added as the ith column. The extra column makes the matrix have size $J-1$ by $J$.

To assure that the covariance matrix is positive definite, the model is parameterized in terms of the Choleski factor of $\tilde{\Omega}_1$. That is, a lower triangular matrix that is $(J-1) \times (J-1)$ and whose top-left element is 1 is the start point of MLE.

$$L_1 = \begin{pmatrix} 1 & 0 \\ c_{21} & c_{22} \end{pmatrix}$$

where: $c_{21}$ and $c_{22}$: Parameters to be estimated.

The matrix $\Omega$ for the $J$ non-differenced errors is created from $L_1$. With a matrix, $J \times J$ Choleski factor for $\Omega$ by adding a row of zeros at the top of $L_1$ and a column of zeros at the left, the $\Omega$ is calculated as $LL'$. With this $\Omega$, $\tilde{\Omega}_j$ for any $j$ can be derived (Train, 2003).

3. Results

Table 1 shows the estimation results. In terms of goodness of fit (final log-likelihood), MNP is the best model. C-logit provides the next best fit followed by MNL. These results are reasonable because MNP and C-logit take into account of common paths while MNL doesn’t. Unlike GEV-type model, MNP can consider correlation between paths, which can explain drivers’ route choice behavior better.

<table>
<thead>
<tr>
<th></th>
<th>MNL</th>
<th>C-logit</th>
<th>MNP</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_0$</td>
<td>0.757</td>
<td>0.764</td>
<td>0.447</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>-</td>
<td>-0.090</td>
<td>-</td>
</tr>
<tr>
<td>$\sigma_{12}$</td>
<td>-</td>
<td>-</td>
<td>0.027</td>
</tr>
<tr>
<td>$\sigma_{22}$</td>
<td>-</td>
<td>-</td>
<td>0.302</td>
</tr>
<tr>
<td>Final LL</td>
<td>-7644.005</td>
<td>-7643.497</td>
<td>-7585.825</td>
</tr>
<tr>
<td>Elapsed Time</td>
<td>989</td>
<td>20028</td>
<td>7952948</td>
</tr>
</tbody>
</table>

In terms of performance, MNL is the best as we can easily expect. MNL has the simplest model, so that it doesn’t require a bunch of calculations. Meanwhile, MNP takes about two hours. It’s because 100 simulations are required to produce the probability of each data.
IV. CONCLUSION

In this research, MNL and C-logit were investigated as GEV-type model, and MNP as non-GEV-type model. A simple network was used to implement three models, but it is enough to represent the real world road network having common links between more than two paths. MLE was employed to estimate MNL and C-logit, and maximum simulated likelihood estimation method for MNP. The results showed that MNP is the best model to explain drivers’ route choice behavior in terms of the goodness of fit (Log-likelihood) followed by C-logit and MNL. It would be interesting to investigate other models such as mixed logit and HEV in the future.
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